


backwards.Sincewe alreadyhadto perfonnthecalculationfor theMFCCsfor theprevioustime
slice,werecyclethemmomentarilyfor theevaluationof thecurrenttime slice,andcalculatetwelve
additionalt1-MFCCs,representingthechangesin thefrequenciespresentfrom thepreviousaudio
sample.This allowsusto recognizephonemesthatarenot reallysoundsatall, but morerelatedto the
cessationof sound.An exampleis theglottal stopin themiddleof theexclamation,"uh-oh".

This givesus24valuesto examinein theclassificationof ourdataset,anda largenumberof elements
to train in ourmodelin orderto categorizesoundsegmentscontainingthem.Fromhereonoutwewill
simplypackthese24valuesinto avectorof randomvariables,x = (x\, ... ,X24)'

5. Modeling a Solution

Beforewecantrainourmodel,wehaveto explorehowit is goingto berepresentedinternallyby a
Gaussianmixturemodel.

A Gaussianmixtureconsistsof ameanvector,J1andacovariancematrix,which for reasonsto be
explainedmomentarilywill bestoredinvertedasC-1.

For eachphonemewe storeboth an index into the table ofvisemes, and a Gaussianmixture, cD;,
consisting of mean, J1;,and inverse covariancematrix, C;.lwhich we use to categorizeincoming
samples.

Sincewearedealingwith English,wehaveto dealwith the45 traditionalphonemes,plushalf a
dozenmorepseudo-phonemesrepresentingvarioussoundsthathumansmakethatarenot
conventionalphonemes,suchascoughingandbreathingsounds.

Thenextproblemis howto detennineaneffectivemeasureof distancebetweena sample,x, anda
particulartrainedmixturecD;.

SinceJ1;andx arebothvectorsin R2\ theobviousdistancemetricis traditionalEuclideandistance.
Unfortunately,Euclideandistancehasanumberof shortcomingsfor ourpurposes.Wehavenoreal
reasonto suspectthattheindividualaspectsof our samplehavevariancesthatareevenof thesame
orderof magnitude.Furthennore,wemayhavestrongcovariancebetweenthevariouspartsof x that
Euclideandistancewouldjust ignore.

Weneedanalternatedistancemetricthattakesinto accountthecovariancebetweendifferent
coefficientsandtheir relativevariances.Oncewehavethisbetterdistancemetric,wecantakeagiven
sampleandmeasureit againsteachmixturein turn,sothatthephonemewhich mostcloselyfits the
samplecanbeselected.

Thankfully,P.c. Mahalanobisdefinedadistancemeasurewith theseverypropertiesbackin 1936
(Lande).Thesquareof thisMahalanobisdistancebetweenavector,x andour ith phonemeis given
by thefonnula:

M/(x) = (x-J1;f C;.l (x-J1;)

M;(x) hassomevery nice statistical properties. The most important for our purposesis that if x is G
standarddeviations distant from cD;,then M;{x) = G.

Sincewe only careaboutrelativeordering,wecanusethesquareof theMahalanobisdistance,rather
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than the distance itself to avoid the overhead of calculating the square root.

To select the best match, given a fully trained model, iterate over the set of phonemes, calculating the
Mahalanobis distance to each phoneme's Gaussian mixture, and select the one with the lowest
distance for the current time segment. This simple approach can be smoothed out by using a spline
based fit between the top 2 or 3 candidates if necessary to allow smoother transitions, or this can be
carried out further down in the graphics pipeline as part of a more general animation smoothing
kernel.

6. The Real World

6.1. Training

The final hurdle is the training of the model with actual human voices so that it can be used to
recognize speech. The complexity of this particular hurdle is easy to underestimate.

We have 51 pseudo-phonemes in a table, each with a 24-valued vector, J!i,and a 24x24 matrix, C-1.
This means that in order to train the phoneme model, we have to train 51*24*25 = 30,600 different
values based on training data obtained from human speech which has been laboriously hand-tagged to
identify the phonemes present in each snippet of time.

Even if we assumed that we could train a given variable independantly with just 50 samples of a
particular phoneme, and if we assume that all of the sounds in the English language were equially
likely we would still need over 8 hours of continuous human speech tagged as previously described in
order to train the data set to work in an optimal fashion.

By the time you factor in the relative frequencies of different phonemes, and the various inefficiencies
of the Jacobi iteration used to train the matrix, you need approximately 48 hours of continuous audio
to train the matrix as described above. Jacobi iteration is a standard iterative technique to approximate
a solution to a system oflinear equations, which is necessary in our case because the large number of
samples involved in training our model preclude other, more precise, methods.

So it becomes necessary to introduce a simplifying assumption. Ifwe can assume that each Ciis a
diagonal matrix then our complexity drops by a factor of 24. This reduces the tagged audio
requirement to 2 hours, at the expense of weakening the accuracy of our Mahalanobis distance metric.
In practice this is not a major problem for this particular application, because phonemes that map to
the same viseme tend to be close to one another in our search space; in the event that our less accurate
metric results in a wrong phoneme being selected, it typically selects one that maps to the same or a
similar viseme.

This simplifying assumption also has implications for the run time performance of the algorithm. We
enjoy a similar factor of 24 reduction in overhead there, reducing the final classification of a given
sample vector to approximately 2500 multiplications and 50 additions. This renders the algorithm
appropriate for use when the majority of the processing power is being devoted to other things, such
as rendering a 3D scene.

6.2. Implementation

The data set used to test the implementation of the algorithm was the 1993 DARPA TIMIT
Acoustic-Phonetic Continuous Speech Corpus, which consists of recordings of 630 speakers ITom8
major dialects of American English. The availability of this dataset motivated many of the choices
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made about sampling rates. Furthermore its limited size forced the decision to diagonalize C-1.

The source code from this project has been contributed to the GNU Open Mind Speech initiative,
available at http://freespeech.sourceforge.net/. The Open Mind Speech initiative is an effort to develop
a freely available library for speech recognition and related technologies.

7. Conclusion

By approaching the tools used for speech recognition from a novel direction, we have managed to
apply a mixture of signal processing tools and multivariate statistical techniques to the problem of
viseme extraction. The result draws on techniques from many areas of research including linguistics,
analysis, statistics, and computer science.

The one commercial vendor who provides a comparable product retails their solution for over $10,000
USD at the time of this writing. By contributing this research to a public project, it is hoped that
real-time lip-syncing will find broader acceptance and application. A public-domain implementation
is particularly of interesting at this time because of the increasing use of broadband internet
connections and "walkie-talkie"-like voice communication in games. It is only a small step to integrate
this technology in existing interactive multiplayer 3D games so that you can actually watch the lips
move on the animated faces of your fellow players while they talk.
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